
Decision Trees

Adopted from Machine Learning, Mitchell



Decision Trees

• It approximates discrete-valued target function.

• Learning function is a set of if-then rules to improve human 
readability.

• Highly interpretable 



I want to ski



I want to ski



Decision tree for PlayTennis



Decision Tree

A disjunction of conjunctions of constraints 
on attribute values of instances.



When to use Decision Tress

1. Instances are represented by attribute-value pairs.
2. The target function has discrete output values.
3. Disjunctive descriptions may be required.
4. The training data may contain error.
5. The training data may contain missing attribute values. 



Types of Decision Trees
• ID3: Categorical feature that will yield the largest information gain for 

categorical targets

• C4.5: Successor to ID3 and removes the restriction that features must be 
categorical by dynamically defining a discrete attribute (based on numerical 
variables) that partitions the continuous attribute value into a discrete set of 
intervals.

• CART (Classification and Regression Trees): Similar to C4.5, but it differs in that it 
supports numerical target variables (regression) and does not compute rule sets.

• https://www.quora.com/What-are-the-differences-between-ID3-C4-5-and-CART (ID: Iterative Dichotomiser)

• https://medium.com/datadriveninvestor/tree-algorithms-id3-c4-5-c5-0-and-cart-413387342164

https://www.quora.com/What-are-the-differences-between-ID3-C4-5-and-CART
https://medium.com/datadriveninvestor/tree-algorithms-id3-c4-5-c5-0-and-cart-413387342164


Inductive Learning of Decision Tree

• Greedy
• Top-down
• Recursive 

partitioning 



Loss Function

• We calculate the loss of the parent L(Rp) as well as the cardinality-
weighted loss of the children 

• Select an attribute greedily that maximizes the decrease in loss

• Misclassification loss: 



Loss Function: Misclassification loss



(Shannon's) Entropy

Entropy measures homogeneity 
of examples.



(Shannon's) Entropy



Information Gain

Gain(S,A): Number of bits saved 
when encoding the target value of 
an arbitrary member of S, by 
knowing the value of attribute A.



Training examples 





Hypothesis space search in ID3

• ID3: Iterative Dichotomiser 3 !!



Inductive Bias

Set of assumptions that, together with the training 
data, justify the classifications assigned by the 
learner to future instances. 



Inductive Bias in Decision Trees

• Selects in favor of short trees over longer ones

• Select trees that place the attributes with highest information gain 
closest to the root

Approximate inductive bias of ID3: Shorter trees are preferred over 
longer trees

• Think about a BFS-ID3 algorithm

• ID3 is just a greedy version of BFS-ID3

Shorter trees are preferred over longer trees. that place the attributes with highest 
information gain closest to the root are preferred over those that do not. 
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